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Abstract—With the widespread collection of audio-visual data
(video surveillance, social networks, media, etc.) and the ad-
vancements in identification of individuals through biometric
traits (face, gait, voice, etc.) privacy issues arise. To combat this,
anonymization methods have been proposed and used such as
blurring faces in video recordings. It is however not clear how
to compare different methods in respect to their features and
effectiveness. In this paper, we analyze and compare evaluations
of anonymization methods for biometric traits. We also point
out problems as well as possible solutions for different aspects
of current evaluations. We find that there is no standard method
to evaluate biometric anonymization methods. While the evalu-
ations that we analyze show similarities in their approaches to
evaluate the privacy protection of anonymizations, there are still
significant differences. Also, while many anonymization methods
make claims about their utility, a significant portion does not
evaluate these claims at all.

Index Terms—privacy enhancing technologies, anonymization

I. INTRODUCTION

In the name of public safety, governments and law enforce-
ment around the world have increased video surveillance of
the public in recent times. In the United Kingdom, more than 4
million CCTV cameras mean that the average London citizen
is caught on cameras 300 times a day [1]. These audio-video
recordings of people in public environments are both used for
immediate inspection and for storage with subsequent analysis
and sharing [2]. This means there is a strong requirement to
protect the privacy of the individuals that are being recorded.
This is reinforced by a major lack in compliance with data-
protection legislation which is insufficient in preventing mis-
uses anyway [3, p. 39] [1]. Social media is another area that
contributes to the general increase of audio-video recordings
of individuals as well as their quality in recent years.

To protect against the identification of individuals based on
their biometric features, a multitude of anonymization methods
have been proposed. Their goal is to modify the audio-visual
recording in such a way that identifying individuals based
on a specific biometric feature becomes significantly less
reliable while preserving as much as possible from the original
recording. Often however it is not clear, how successful these
methods are at achieving this goal and how different methods
diverge.

A multitude of different anonymization methods for dif-
ferent biometric traits, each with different privacy and utility
goals means there is no standardized evaluation methodology
for these biometric anonymization methods. Instead the au-
thors of every method make different assumptions, for example
about the attacker model when designing the experiments
to evaluate their work. This is problematic as it makes
comparisons of different anonymization methods difficult and
questions the results of the different evaluations.

In this paper, we analyze and compare these evaluations
to determine the current state-of-the-art. We also point out
problems as well as possible solutions for different aspects of
the current evaluations.

We start with background information in Section 2, espe-
cially about how the recognition technologies work which
the anonymization methodologies try to disrupt. In Section
3 we analyze the evaluations of a variety of anonymization
methodologies for different biometric traits. We compare the
analyzed evaluations in Section 4 and 5 both within one
biometric trait and across. This is also where we show cur-
rent issues and propose possible solutions. In Section 4 we
consider evaluations of the privacy protection feature of the
anonymizations. Meanwhile, we consider the evaluations of
utility preservation features in Section 5. We consider related
work in Section 6. In Section 7 we make our conclusions and
propose future work.

II. BACKGROUND

In this section, we want to provide some background
information.

Biometric traits (or biometric identifiers) are properties
of humans that identify a single individual. We differentiate
between soft biometric identifiers which are vague physical,
behavioral or adhered human characteristics that are not nec-
essarily permanent or distinctive. A single soft biometric trait
cannot reliably used for personal identification, but can be used
to categorize people or improve identification. Combinations
of multiple soft biometric traits can however lead to successful
personal identification [4]. Examples are height, weight, eye
color, age, gender, race. Other biometric identifiers however
are distinctive, measurable, generally unique and permanent.
These can be reliably used for personal identification and are
split into groups: physiological (face, iris, ear, fingerprint) and
behavioral (voice, gait, gesture, lip-motion) [2] [4].

Any single one of the biometric traits can be used to identify
the person they belong to using a recognition method. To use
a recognition method, it first has to be trained with a data set of
known biometric feature to identity associations. Afterwards
the recognition can output the identity which it perceives to
be the closest match when given a new instance of a biometric
feature. Often the output also includes a numeric value in [0, 1]
which denotes how close the match is. The input data type de-
pends on the biometric trait and the recognition method, but is
usually still images for physiological biometric identifiers and
audio or video recordings for behavioral biometric identifiers.
Recognition methods are evaluated based on their ability to
correctly recognize individuals (success rate). These success
rates regularly exceed 90% for modern recognition methods in
their own evaluations [2] [5]. The specific technology by which
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recognition methods recognize individuals depends heavily
on the specific method, but more recent methods often use
machine learning.

For example for face recognition, methods can be be
categorized as feature-based, holistic and machine learning.
Feature-based approaches, which were proposed as early as
1973, work by identifying, extracting and measuring distinc-
tive facial features and then computing geometric relationships
between these facial points [5] [6]. These facial parameters
are then compared to find matches and identify faces. Holistic
recognition approaches include methods using Principal Com-
ponents Analysis (PCA), Linear Discriminant Analysis (LDA),
Eigenfaces or similar. Recently, machine learning approaches
with convolutional neural networks (CNN) are the dominant
face recognition methods with widely available easy-to-use
implementations available [5] [7] [8] [9].

The goal of an anonymization method (de-identification
method) is to disrupt the recognition’s ability to correctly
identify individuals based on their biometric identifier. Some
researchers make a distinction between anonymization and de-
identification where de-identification refers to a process of
removing or obscuring biometric features that is reversible
while an anonymization is irreversible. Since we do not
consider the planned reversal of any de-identification in this
paper, we use the two terms interchangeable [2]. As both
recognition and anonymization are active research topics and
have opposing goals, the problem field has been modeled from
a game theory perspective in [10] with two opposing players:
the anonymizing user and the recognizer. This is because
recognition methods evolve to become better at identifying
individuals even under suboptimal circumstances, such as
when information was purposely removed from a recording by
an anonymization method. At the same time, anonymization
methods evolve to become better at privacy protection and
prevent the identification of individuals even as recognitions
improve.

Anonymization methods achieve their goal through a va-
riety of different ways. To illustrate this, Fig. 1 shows for
example a variety of different facial anonymization methods.
Some anonymization methods (such as (b) and (e) in this
example) de-identify by blanking/blacking out parts (or all) of
the biometric feature. This leaves less (or none) information
for the recognition method to work with which results in
worse identification performance. Other anonymizations (such
as (c) and (d) here) remove information from the data by
blurring it. This means that the data for different individuals
is more similar which also results in worse identification
performance. Finally, some anonymizations (such as (f) and
(g) in Fig. 1) purposely modify the biometric feature. This is
done in such a way that based on only the de-identified data
the anonymization is not apparent at first glance, while at the
same time the modified biometric features make a recognition
significantly harder.

The reason for this approach is the secondary goal of an
anonymization: utility. If it were not for this secondary goal,
there would be no need for anonymization methods other than
those that completely remove any information on the biometric
features. This is because without any biometric information,

any recognition cannot do better at identifying an individ-
ual than guessing which makes the anonymization method
perfectly privacy protecting. However, the reason we use
anonymization methods at all is because the anonymized data
is supposed to be further used or shared. For both, completely
black images and completely muted audio recordings are not
useful. This is why most anonymization methods make a trade-
off between privacy protection and utility preservation. The
specific utility that the anonymization methods preserve from
the original data in the anonymized data depends heavily on
the anonymization method and the user requirements depend
on the specific use case and the considered biometric trait [2]
[11] [12].

III. ANALYSIS

In this section, we analyze the evaluations of biometric
anonymization methods. For the most part, these are from
the evaluation sections of the papers in which the specific
anonymization method is introduced, but there are also a few
standalone evaluations out there.

In this paper, we want to focus on anonymizations for
the biometric traits face, gait and voice. This is because
there is the most research on these three and they have the
highest need for privacy because the biometric features can
be recorded potentially non-consensually and from a distance.
On the opposite, the biometric identifiers fingerprint and iris
for example are usually used with consent from the individual
in authentication systems because they require a short distance
for recording [2]. The privacy issue in this case is called
biometric template protection and is not subject of this paper
[13]. However, we compare our work to this related field
in Section 6. For the biometric identifier ear, a number of
issues persist in the field of recognition and there has not
been extensive research on anonymizations yet [2]. Similarly,
compared to other biometric traits, there is less research into
the biometric identifiers gesture and lip-motion which is why
will not consider them in this paper.

A. Face

The question of how successful facial anonymization meth-
ods are has been researched as early as 1999 by the authors
of [14]. Blurring and pixelation (see Fig. 1 (c) and (d)
respectively) were then and still are the most common facial
anonymization methods in practice. They are for example
used in television or more recently in Google Streetview [15].
In their study, the authors show 32 participants images and
videos of famous people with their faces blurred or pixelated.
The participants are then asked to identify the people. Since
the main goal of face anonymization then was to protect
people from being recognized by people who know them,
the authors argue that a successful anonymizations means
that the study participants are not able to identify the famous
people. The percentage of faces that the participants are able
to correctly identify (recognition rate) is measured for both
non-anonymized and anonymized images and then compared.
The results are that participants are still able to recognize
some of the viewed faces despite the anonymization. While
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(a) (b) (c) (d) (e) (f) (g)
Fig. 1. Different facial anonymization methods. a) original image b) blackbox c) gaussian blur (kernel size 9x9) d) pixelated face (5x) e) random 50% of
pixels black f) DeepPrivacy [11] g) Fawkes (middle mode, v1.0) [12]

the recognition rate is lower than without anonymization, it is
not completely obscured. Recognition is also higher for videos
than for still images.

Similar anonymization methods are evaluated in [16]. Addi-
tionally, a masking anonymization method is evaluated which
removes random pixels from the face, similar to Fig. 1 (e). This
time however, computers with deep learning are used instead
of humans to evaluate the anonymizations’ performance. After
facial images from the CelebA dataset [17] are anonymized,
specific (the anonymization method matching) deep learning
reconstruction algorithms are used with the goal of reversing
the anonymization. Finally, to evaluate the anonymization
method, both the anonymized and reconstructed image are
compared with the original image in three different ways.
Firstly, a structural similarity index (SSIM) quantifies the im-
age quality modifications. Secondly, OpenFace [18] computes
the identity distance between the images. Thirdly, a pretrained
recognition method is used to determine the difference in con-
fidence in matching the images to the correct identity. In this
evaluation a successful anonymization method would result in
large differences for all three metrics between the original and
both the anonymized and recognized image. This is because
a larger difference between the original and the anonymized
image means that privacy of the depicted is protected because
they are less likely to be identified in the anonymized image.
A larger difference between the original and the reconstructed
image means that the restoration method is not very successful
and the anonymization method is robust against reconstruction
attacks. The authors find that the reconstruction algorithms are
generally very successful in reducing the difference between
the original and reconstructed image for the first two metrics,
not however for the third metric. Finally, the authors find that
the best performing anonymization methods are ”motion blur”,
”gaussian blur” and ”masking” for the first, second and third
metric respectively.

In [19] the k-Same{,-Eigen,-Pixel} class of anonymization
methods is introduced. They were the first methods that mod-

ified facial images instead of just masking/blurring/pixelating
faces. They work by replacing the face with the average of
a number of different but close faces. The authors evaluate
their approach by testing the recognition performance of the
recognition method Eigenfaces on anonymized images. They
test the ability to match original images to altered images
(naive recognition), altered to original images (reverse recog-
nition) and altered to altered images (parrot recognition). The
number of identities in the used dataset is varied in [2, 100]
and are randomly chosen from the FERET dataset [20]. For
an optimal anonymization method, the recognition cannot do
better than guess the correct match which means its correct
best match rate is expected to be 1/k with k being the number
of identities to choose from. The authors find that the k-Same-
Eigen and k-Same-Pixel methods both perform better than
1/k (on average -1.6%) for naive recognition with similar
results for reverse and parrot recognition. Common masking
and pixelation anonymization methods are also tested on the
same setup with ”bar masks” for example achieving a 2%
recognition rate in naive recognition. While the authors point
out the improved utility of k-Same compared to masking and
pixelation approaches, it is not evaluated.

Extensive evaluation of utility aspects is however done by
the authors of AnonFACES in [21]. Their anonymization
method improves on previous work through improved cluster-
ing of the faces used for synthesizing the anonymized face
as well as through incorporation of a StyleGAN, a state-
of-the-art generative neural network which aims to improve
the naturalness of created faces. The evaluation of utility is
split into two aspects. In the first, naturalness is examined.
This however is subjective to human observation, so the
paper includes a variety of sample images and lets the reader
judge for themself. In the second, the information loss at
different stages of the anonymization process is examined
and quantified. The authors find that at each of their three
stages between 65% an 80% of information is lost depending
on the chosen parameters. The privacy protection property of
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AnonFACES is also evaluated by conducting re-identification
experiments on the de-identified images. In the experiment,
50 identities are randomly chosen from the CelebA dataset
[17] and both naive and reverse recognition are tested. The
percentage of anonymized images correctly identified by the
Dlib face recognition (recognition rate) is measured and com-
pared to other anonymization methods including k-Same.

Another face anonymization method called Face-Off is in-
troduced in [22]. Its use-case however is that users voluntarily
upload anonymized images to social media sites instead of
original pictures and are therefore able to avoid identification
elsewhere. This is why the utility evaluation of Face-Off
focuses on whether it is user-friendly and users would be
willing to use the anonymization method on images that they
upload to social media. In two user studies, the authors first
ask whether users would upload a shown anonymized image
of someone else, and second to submit a picture of themselves
and when shown an anonymized version of it, whether they
would upload it to social media. Participants are also asked
multiple questions to determine how privacy conscious they
are. The authors also evaluate Face-Off’s privacy protection
feature using commercial face recognition APIs. Azure Face
API, Face++ and Amazon Rekognition all offer an API which
computes a value in [0, 1] that represents the confidence that
two pictures show the same individual. In the evaluation,
the original image as well as the by Face-Off anonymized
image are passed to the APIs. The anonymization is considered
successful if the APIs do not recognize the same person in the
two images which is considered the case when the confidence
value is below a threshold τ = 0.5. They use randomly chosen
subsets of the dataset VGGFace2 [23] and find that depending
on API and amplification level the confidence drops between
the threshold quickly.

A similar use-case scenario is also assumed in the face
anonymization method Fawkes [12]. Its idea is to add ”im-
perceptible pixel-level changes” to your own images before
uploading them to social media. An example can be seen in
Fig. 1 (g). The authors evaluate Fawkes privacy protection
feature through a multitude of tests. In the first, two face image
datasets VGGFace2 [23] and WebFace [24] as well as two
feature extractors DenseNet-121 [25] and InceptionResNet V2
[26] are used. Then a single user’s images are anonymized
using Fawkes. It is tested whether the feature extractors
match an original image of the user seeking protection to this
user’s anonymized images. They find that Fawkes is 100%
effective in preventing this match. In the second more real
world test, a face recognition method’s ability to correctly
identify individuals is tested when the recognition was trained
with anonymized images. The cloud face recognition services
Microsoft Azure Face, Amazon Rekognition and Face++ are
provided with anonymized images of a co-author of Fawkes.
It is then tested whether the recognition services match an
original image of the same person to the anonymized images.
This is measured by a protection success rate which is the
percentage of original images for which the recognitions do
not identify the individual. They find that some services are
still able to correctly match the images when Fawkes’ normal
cloaks are used, but none are successful for Fawkes’ robust

cloaks. In a third test, the impact of uncloaked images in the
training set as well as sybil accounts on the first experiment
is tested. In the final test, countermeasures that try to disrupt
or detect the cloaks are considered.

DeepPrivacy [11] is another face anonymization method.
The authors claim that it is the first to provide complete privacy
while generating realistic images with highly natural faces.
An example can be seen in Fig. 1 (f). The claim of highly
natural faces is evaluated by testing the ability of the Dual Shot
Face Detector (DSFD) [27] to detect (not recognize) faces in
the anonymized images. For this, the images of the WIDER
dataset [28] are anonymized using DeepPrivacy as well as
other anonymization methods like pixelation and blurring.
For each of the anonymized datasets, as well as the original
dataset, the average precision of face detection is measured.
They find that DeepPrivacy is able to preserve DSFD’s ability
to detect faces in 99.3% of cases while blurring and pixelation
only achieve 90.5% and 96.7% respectively.

B. Gait
In more recent times, gait recognition and anonymization

has become an active research topic. In [29], the authors
introduce a gait anonymization method. It works by de-
composing the given silhouettes into their shape and phase
components, perturbing them separately and then creating new
silhouettes from the perturbed components. The authors claim
that their methods significantly degrades recognition perfor-
mance while the anonymized silhouettes still appear natural.
They evaluate their method in two ways. Firstly, they evaluate
re-identification performance by matching anonymized videos
from the OU-ISIR Gait Database [30] to original videos using
a multi-layer perceptron with three layers as a gait recognizer.
They find that while original videos are matched in 100% of
cases, the anonymized videos could only be matched in 30% or
less cases. Secondly, the naturalness of the anonymized gait
silhouettes is evaluated using two user studies. In the first,
participants are asked to pick the anonymized video from a
set of five. In the second, participants are asked to rate the
naturalness of videos. The authors find that participants are not
able to reliably pick the anonymized video in the first study
and rate the naturalness of anonymized videos only slightly
lower than that of original videos in the second study.

In [31], the authors introduce a gait anonymization method
using deep learning. It works by combining the original gait
and a noise gait using a convolutional neural network (CNN)
into an anonymized gait. This method is also evaluated in two
ways, both using the CASIA-B gait dataset [32]. Firstly, the
naturalness of the anonymized gait is evaluated through a user
study. Participants are shown an original and the corresponding
anonymized video and are asked to rate the naturalness of
the anonymized video using the mean opinion score (MOS).
Secondly, the privacy protection feature of the anonymization
is evaluated by testing the ability of the gait recognition system
by Zheng et al. [33] to match anonymized videos to original
videos. They find that the recognition fails to match the videos
to the correct identities and the anonymization is therefore
successful in between 48% and 86% of cases depending on
view angle.
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The authors of [34] analyze gait anonymization for a
different use case. Smart phone authentication schemes based
on gait recognition from the smart phones sensor data have
been proposed, such as [35]. At the same time, this sensor
data can also be used by attackers to predict key strokes and
identify devices. To prevent these attacks on the user’s privacy,
anonymization of the sensor data by adding noise has been
proposed. In [34], the authors evaluate whether the utility of
the anonymized sensor data is still sufficient for the proposed
authentication schemes. This is done by comparing the rate
of successful authentications using original and anonymized
sensor data. The authors use a self collected data set with 21
identities and a self implemented authentication system based
on the work in [35].

C. Voice

A person not only has a visual identity but also an audio
identity. Voice recognition methods use this to identify in-
dividuals based on voice recordings [2]. To protect against
this, a variety of voice conversion methods that aim to
protect the privacy of the speakers have been proposed in-
cluding VoiceMask [36], VTLN-based voice conversion [37]
and disentangled representation based voice conversion [38].
These three are evaluated in [39] in two aspects. The first
aspect is the privacy protection feature of the voice conversion
methods. To evaluate it, the authors measure the equal error
rate (EER) for an i-vector or x-vector based voice recognition
method when matching anonymized recordings to original
ones. They compare the three voice conversion methods
against a baseline from non-anonymized recordings. They use
the LibriSpeech voice dataset [40] and vary the parameters
of the voice conversion methods. Additionally, they consider
different attacker models with varying amounts of knowledge
of the anonymization: An Ignorant attacker which is unaware
of the anonymization, a Semi-Informed attacker which knows
which anonymization was used but not its parameters and
finally an Informed attacker which knows both. Depending on
the attacker model, the evaluation considers that the attacker
converts their training and recognition data to the best of their
knowledge before attempting to identify the speaker.

The second aspect of the evaluation in [39] is the utility
preservation of the three voice conversion methods. The au-
thors consider an anonymization approach to have high utility
when the transcription of the anonymized voice recordings
using automatic speech recognition is similar to that of the
original recording. To measure this, voice recordings from
the LibriSpeech voice dataset [40] are anonymized and then
transcribed using the ESPnet [41] automatic speech recogni-
tion. Afterwards, the difference between the anonymized and
original transcriptions is quantified using the word error rate
(WER).

IV. PRIVACY EVALUATION

In this section, we want to compare the different privacy
protection evaluations that we analyzed in the previous section
in order to find the current state-of-the-art. We also point out
problems and offer potential solutions for these.

We find that almost all papers that introduce a new
anonymization method also evaluate its privacy protection
feature. This makes sense since privacy protection is the main
objective of an anonymization method. Only the authors of
DeepPrivacy [11] do not evaluate its privacy protection while
claiming it ”guarantees the anonymization of faces”. They
argue that their generator ”ensures 100% removal of privacy-
sensitive information in the original face” [11, p. 1, p. 3].

The privacy protection feature of an anonymization method
is evaluated by assuming an attacker with the goal to violate
the privacy of one or more individuals. While this general
approach applies to all evaluations, we find that the different
evaluations vary significantly in different aspects. We will
take a closer look at these different aspects in the following
subsections.

A. Attacker model

The first major difference in the evaluations is the attacker
model that the authors assume. With the exception of [39],
the authors only implicitly define it which makes comparisons
difficult. Tab. I shows an overview of some of the different
attacker models in the analyzed evaluations.

A first aspect in which attacker models vary is whether
the attacker is aware that an anonymization has taken place.
Many evaluations simply assume what [39] calls an Igno-
rant attacker which treats the anonymized data as if it is
unmodified. But there are even differences when attackers are
aware of the anonymization, namely whether the attacker
knows the specific anonymization method and potentially even
the specific parameters with which it was run. On the one
hand, in one of the experiments on Fawkes [12, p. 12f],
the authors consider an attacker that cannot detect which
images are anonymized, but that unsuccessfully uses a general
transformation (augmentation, blurring, noise) on the images
before its re-identification experiment. On the other hand, the
attacker in [16] and the (Semi-)Informed attacker in [39] use
their knowledge of the anonymization method to try to reverse
the anonymization to the best of their knowledge.

The second aspect describes what data the attacker has
access to. Depending on the attacker model, the attacker can
use original or anonymized data (or a mix) as his training
data as well as original or anonymized data for the recogni-
tion tests. This results in whether naive recognition, reverse
recognition or parrot recognition is performed. The attacker’s
knowledge of this fact is defined by the first aspect. While
some evaluations test multiple variants, most only perform
one of them. The choice is mostly based on the use-case
for which the anonymization method is designed. The more
general purpose anonymization methods are evaluated using
naive recognition (training with original data, recognition with
anonymized). At the same time, Fawkes [12] is evaluated using
reverse recognition because its idea is to ”poison” models that
are trained using pictures collected on social media to avoid
identification of not-anonymized images.

The final aspect is the goal which the attacker pursues. In
the vast majority of evaluations, the attacker tries to identify
individuals whose privacy is supposedly protected by the
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TABLE I
ATTACKER MODELS IN PRIVACY EVALUATIONS

Evaluation [14] [16] [19] [21] [22] [12] [29] [31] [39]
Knowledge of ...
... anonymization X X — — — –/X — — –/X/X
... anonymization method X X — — — — — — –/X/X
... anonymization parameters — — — — — — — — –/ –/X
Training dataa –c / / / d

Recognition dataa / / / d

Goal?b Re-ID Restore/Re-IDd/Re-ID Re-ID Re-ID Re-IDd Re-ID/Detect Re-ID Re-ID Re-ID
a – none, original, anonymized
b Re-ID (re-identification), Restore (reverse the anonymization), Detect (detect that data was anonymized)
c humans identified known familiar faces.
d same person identified in corresponding original and anonymized data.

anonymization method. This is usually done by comparing the
success rate of a recognition method on unmodified data with
that when either training or recognition data is anonymized.
Only the second attacker of [16] and the attacker of [22]
instead use an identity distance metric to determine if original
and anonymized data are recognized as the same individual.
We also find other attacker goals in the evaluations like trying
to reverse the anonymization in [16] or as straight-forward as
trying to detect if data was anonymized in [12].

We find that in most cases, a weak attacker model is as-
sumed where the attacker has no knowledge of the anonymiza-
tion. This however can be problematic in cases where the
anonymization can be detected because then the attacker can
try to reverse the anonymization or adapt its recognition
process to circumvent the anonymization. This seems to have
already happened to Fawkes [12], when Microsoft updated its
Azure Face API to ”lower the efficacy of the specific version
of Fawkes that has been released in the wild” [42]. We rec-
ommend that evaluations consider whether the anonymization
can be detected and/or whether knowledge of it can make for a
more successful attacker. We also find that the choice of naive
versus reverse recognition is largely based on the use-case
that the anonymizations are designed for and together with
different utility expectations for these anonymizations make
for a difficult comparison in any case.

B. Parameters

In this subsection, we want to take a look at the values
which authors vary within an evaluation. This is done to show
how the evaluated anonymization behaves under different
circumstances and how different assumptions may have an
impact on the anonymization method’s performance.

A first category of evaluation parameters are parameters of
the anonymization. Most anonymization methods can be con-
figured using on or more parameters to regulate their behavior.
A gaussian blur anonymization for example can be configured
through its kernel size while a pixelation anonymization can
be configured through the number of remaining pixels. The
evaluation in [14] does exactly this and tests two different
pixelation levels and three different blur levels. Anonymization
methods that are based on k-anonymity [43] have a parameter
k that denotes the number of identities that are taken into
account when creating the anonymized data. This parameter k

is also often varied in the evaluations of such anonymization
methods. But since these anonymization parameters depend
on the specific anonymization method, comparisons are not
possible.

An evaluation parameter which we find in multiple eval-
uations is the evaluation group size (egs), the number of
identities in the set that the anonymized identity is hiding
in. This means that a recognition system trying to re-identify
anonymized data has the choice between egs-many individuals.
Please note that evaluations of anonymizations using k often
use k as the value for egs and do not vary them independently.
They will therefore use k to refer to the evaluation group size
in the evaluation which can be misleading as the two do not
necessarily have to be the same. Also, using k as the evaluation
group size can infer that is a parameter of the anonymization
method even if it is not which is why we use the distinct
egs to refer to the evaluation group size. In both [21] and
[19] egs is varied in [2, 100]. In other evaluations, egs is
fixed for all experiments for different reasons: [29]: egs = 20
(”empirically”), [34]: egs = 21 (full dataset), [29]: egs = 121
(full dataset), [39]: egs = 29 (no rationale given). Some
evaluations however do not use an egs parameter because of
their experiment design. This is because they use a pretrained
or cloud model or an Open-World-Assumption, such as [16],
[22] and [12].

Some evaluations also vary the recognition method. This is
often the case when ”blackbox” cloud recognition methods are
used, such as in [22] and [12].

The evaluation of Fawkes [12, p. 10f] is the only one
that varies the composition of training data. In one of their
experiments, the impact of not-anonymized images in the
mostly anonymized training data set is tested. The ratio of
leaked uncloaked images is varied in [0,0.6].

We find that the only evaluation parameter that can be
compared across multiple evaluations is the evaluation group
size egs. Evaluations that vary egs show in their results that
its choice is important because the results depend on egs a lot.
We therefore think it is problematic when evaluations do not
vary egs and their fixed choice is not thoroughly explained.
This is especially the case when the evaluation experiment is
based on the evaluations of recognition methods. There, a good
recognition method performs well for large egs, because that
means it can still identify individuals correctly in large groups.
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For anonymization methods however we are often interested
in worst-case performance to evaluate whether the privacy of
individuals is still protected under sub-optimal circumstances.
Therefore a good anonymization method performs well for
small egs, because that means the recognition still fails to
identify individuals even in small groups. At the same time,
more realistic use-cases for example CCTV and social media,
obviously have to deal with huge groups of people making
large egs more realistic. We therefore recommend that authors
either vary egs in their evaluations or use a egs-independent
experiment design.

C. Closed-World-Assumption

Another aspect in which the analyzed evaluations vary is
whether they use an open or closed world assumption. This is
closely related to the discussion on the choice of egs in the pre-
vious subsection. When a closed world assumption is used in a
re-identification experiment, the recognition method’s closest
match will be used regardless of its confidence. This means
that an anonymization method could for example decrease
the recognition confidence from 0.9 to 0.6 and it will be
irrelevant in the evaluation as long as there is no closer match.
This is especially relevant when there are not many identities
to match (small egs). In an extreme example, for egs = 2
the anonymization method has to result in the recognition
identifying data exactly the wrong way around in order to
be successful in > 50% of cases. One might argue that with
a closed world assumption, a successful anonymization has to
modify data to appear as someone else and not just not the
correct person.

This problem can be solved with an open world assumption
and a Classify-Verify method similar to what is proposed in
[44] for stylometry. This means that the closest match of
a recognition method might be discarded if the confidence
is below a predefined threshold. In our previous example,
a threshold of τ = 0.7 would mean that a decrease in
confidence from 0.9 to 0.6 through the anonymization method
is considered a success even if there is no match with higher
confidence.

In the evaluations that we analyzed in Section 3, only one
[22] explicitly used an open world assumption. There, the
anonymization is considered successful when the confidence
of a recognition that original and corresponding anonymized
image show the same person is below a threshold of τ = 0.5.
Implicitly, an open world assumption is used by [12] since
the majority of cloud face recognition services including the
ones used only return a match when the confidence is above a
(sometimes unknown) threshold. Similarly, the modern face
recognition framework DeepFace [9] only returns matches
with a difference below 0.4 in its find-method.

We find that a closed world assumption can be problematic
especially for small identity sets. We therefore recommend
using a Classify-Verify method with variable threshold.

D. Datasets

Tab. II shows the different datasets that are used by the
analyzed evaluations. We find that for each of the three

TABLE II
DATASETS IN PRIVACY EVALUATIONS

Dataset Identities Data points
[14] 40 40
CelebA [17] 10,177 202,599
FERET [20] 1,199 14,126
VGGFace2 [23] 9,131 3,310,000
WebFace [24] 10,575 494,414
WIDER [28] — 393,703
OU-ISIR [30] 102 2,482
CASIA-B [32] 124 1,364
LibriSpeech [40] 1,172 460h

surveyed biometric traits, all recent datasets have similar sizes.
The face datasets CelebA [17], VGGFace2 [23] and WebFace
[24] all have around 10,000 identities while the gait datasets
OU-ISIR [30] and CASIA-B [32] both have around 100
identities. The smaller face datasets from [14] and FERET
[20] are both significantly older. It is therefore not surprising
that most evaluations do not give a rationale for their choice
of dataset since they could have used an alternative just as
well.

We find that while the analyzed evaluations use a variety of
different datasets, they tend to be very similar and we cannot
note any major differences.

E. Metrics

All of the analyzed privacy protection evaluations try
to quantify the performance of the anonymization method
through a metric. While the names and definitions vary slightly
across evaluations, the majority of metrics on re-identification
experiments (see IV-A) are based on the same base metrics. In
a preparatory step, the performance of the recognition method
on not-anonymized data is tested. This is measured with the
recognition rate (or success rate), the percentage of data
points which are matched to the correct identity. We refer to
it as rorig. Afterwards, the recognition rate is measured again
but now the recognition method uses the anonymized data.
We refer to this value as ranon. The different metrics used
in the analyzed evaluations based on these two are shown in
Tab. III. We would like to point out that the terms success
rate, error rate, fail rate, etc. can be used referring to both the
recognition and the anonymization and that they mean exactly
the opposite for these two. For example the success rate of
the anonymization is the fail rate of the recognition.

Two evaluations do not use a variant of these metrics
because in their experiments, they compare the original and
anonymized data for one person at a time. In [16], the metric
is the relative decrease of the recognition method’s confidence
that the image shows the correct person from original image
to corresponding anonymized image. In [22], the metric is
the recognition method’s confidence that the original and the
corresponding anonymized image show the same person.

We find that evaluations that use a similar experiment design
already use similar metrics to quantify the anonymization
method’s performance. However, while the (1−)ranon values
are often displayed in tables and figures, the values for rorig
can be hard to find in the text of the evaluations. This can
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TABLE III
METRICS IN RE-IDENTIFICATION EXPERIMENTS

Ref. Name of metric Definition Notes
[14] hit rate ranon rorig assumed as 1
[19] recognition rate ranon rorig measured as 1
[21] recognition rate (rorig , ranon)
[12] protection success rate 1− ranon rorig measured as 1
[29] recognition accuracy ranon rorig measured as 1
[31] success rate 1− ranon rorig not measured
[39] equal error ratea (1− rorig , 1− ranon)
a error rate when false reject rate equals false acceptance rate

make an evaluation harder to understand. For example, a value
ranon = 0.3 on its own might make an anonymization appear
decent, but in the context of rorig = 0.4 not so much. They
rather question the recognition method’s performance. We find
that this can be problematic in cases where rorig is not close
to 1. We therefore suggest considering the relative anonymized
recognition rate rrel = ranon

rorig
.

V. UTILITY EVALUATION

Anonymizations make a privacy-utility-trade-off and most
of them acknowledge this by claiming both privacy and utility
features in their abstracts or introductions. However, while
almost all of them evaluate the privacy protection features,
many do not evaluate their claims on utility. Tab. IV gives an
overview over which utility features are claimed in the papers
we analyzed and which of them are evaluated. Additionally,
we analyzed utility evaluations that do not belong to a specific
anonymization method. Specifically, [34] evaluates the usabil-
ity of anonymized sensor data for gait based authentication
and [39] considers the impact of voice anonymization on the
utility of voice recordings.

We find that the utility features that the analyzed anonymiza-
tion methods and evaluations mention vary widely. They
depend on the biometric trait and the specific use-case. In the
following subsections we want to taker a closer look at the
different evaluations of two utility features, namely naturalness
and the preservation of attributes.

A. Naturalness

The first utility feature that we find in multiple evaluations
is naturalness. Naturalness means that anonymized data cannot
be distinguished from not-anonymized data at first glance be-
cause it appears realistic. Most evaluations consider this prop-
erty to be subjective to humans and therefore conduct user-
studies to get a measurement of the naturalness of anonymized

TABLE IV
CLAIMED UTILITY OF ANONYMIZATION METHODS

Anonymization Claimed utility Evaluation?
k-Same [19] ”many facial characteristics remain” —
AnonFACES [21] high naturalness —

preserve age, gender, skin tone & more —
Face-Off [22] ”acceptable cost for the user” X
Fawkes [12] no significant distortions —
DeepPrivacy [11] high naturalness X

seamless transition —
Gait 1 [29] naturalness X
Gait 2 [31] naturalness X

data. In evaluations of both [29] and [31] participants are asked
to rate the naturalness of the anonymized videos on a scale
from 1 to 5. However in [29], the participants only see the
anonymized video while the participants in [31] see both the
original and anonymized versions and are able to compare.
This could potentially lead to both distinction and confirmation
bias in the second study. [29] also includes another study in
which participants are tasked to choose the anonymized video
from a set of five videos. A highly natural anonymized video
would mean that participants choose correctly in below or
around 20% of cases.

A different approach to evaluate naturalness is taken in the
evaluation of DeepPrivacy [11]. There, the anonymized facial
images are run through a face detection system. The reason
is that when a system that is designed to detect real natural
faces in images can detect faces in the anonymized images,
the faces can be considered natural and realistic. The authors
therefore consider the percentage of faces that are detected
in the anonymized images of those that are detected in the
original images to be a metric of naturalness. This however can
be problematic when the definition of what humans consider
as a natural/realistic image and what the face detection method
detects as a face diverge. It especially only considers the actual
anonymized face to be natural not its integration into the
complete image.

We find that to evaluate the naturalness of anonymized
data time-intensive and expensive user-studies have to be
conducted. However more straightforward experiments using
a detection method can give a good idea about naturalness
of the modified data, but not necessarily its integration into
the surrounding data. There has been research into general
modification detection for images, e.g. [45]. Perhaps these
could be adapted to be used to quantify the naturalness of
entire anonymized images.

B. Attribute preservation

Another utility feature is attribute preservation. It means
that specific attributes of the original data are still present
in the anonymized data. This means that some information
(containing the attributes) in the original data has to be
left unmodified by the anonymization method while other
information (everything identifying the individual) has to be
removed. The specific attributes that anonymization methods
try to preserve depend on the biometric trait and the use-case
of the anonymization.

In [39] the attribute to be preserved are the words that are
spoken in the voice recordings. This means that the goal of
the anonymization method is to remove the information on
the identity while preserving information on the text from
the original recording which includes information on both
text and identity of the speaker. Whether the anonymization
is successful in removing information on the identity is the
privacy protection evaluation which we discussed in Sec. IV.
The evaluation if the anonymization methods are successful at
preserving the spoken text however is a utility evaluation. It
is done by using an automatic speech recognition system to
transcribe both the original and anonymized voice recordings
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and measuring the word error rate (WER). The lower the
error rate, the less information on the text was lost during
the anonymization which means the anonymization method is
better at preserving this attribute.

A similar evaluation strategy is used in [34]. There, it is
evaluated whether the anonymization method to add noise to
sensor data impacts authentication methods using this data
to verify the identity of the user. Here, the attribute to be
preserved is the identity of the user while the attributes to be
removed are the device identity and information from which
key presses can be inferred. The evaluation is done by first
measuring the utility on the original and then the anonymized
data. This means here that the authentication performance
which is the percentage of cases where the user’s identity is
successfully verified is measured. The performance for original
and anonymized data is then compared. A performance of
anonymized data close to that of the original data means that
the anonymization method is successful at preserving these
attributes while a significantly lower performance means that
the anonymization failed to preserve the attributes.

We find that in general, attribute preservation is evaluated
by using a system that can extract the specific attributes from
the data and then comparing the extractions from original and
anonymized data. This means for example that AnonFACES’
claim to preserve age, gender, skin tone and emotional ex-
pression in their anonymized faces could be evaluated by
using a facial attribute extractor like DeepFace [9]. They
could extract the desired attributes from the original face and
the corresponding anonymized face and compare whether the
extracted attributes are in fact preserved.

VI. RELATED WORK

An area of related work that we want to take a look at is
biometric template protection. While we focused on biometric
traits where identification of individuals can be done from
a distance and potentially without consent, there are also
biometric traits where this is more difficult. For example,
identification based on fingerprint and iris is often used in
authentication systems. Never the less, these systems still have
to protect the privacy of the individuals when working with
recordings of their biometric features which is called template
protection. Contrary to the evaluations that we analyzed in
this paper, evaluation of template protection methods has been
standardized in ISO/IEC 24745 [13]. The standard defines the
privacy protection goal of biometric template protection using
three aspects. The first, Irreversibility, means that it is difficult
to recover the biometric features of an individual from the
saved biometric template. Unlinkability means that the bio-
metric template cannot be linked to the individual from whom
they were derived. Lastly, Confidentiality means that the saved
templates are protected against unauthorized access. While the
last aspect is not relevant in the evaluations that we analyzed
in this paper, we can find equivalents of the other aspects.
Irreversibility is closely related to the Restoration attacker goal
and Unlinkability is related to the Re-identification attacker
goal, both of which we dicussed in Sec. IV-A.

Another area of related work are attackers on specific bio-
metric anonymization approaches. In Sec. IV-A, we considered

attackers that are aware that an anonymization has taken place
and try to revert it. Here, we would like to introduce some
papers that evaluate biometric anonymizations by creating
attackers on the specific methods and measuring their success.

In [46], the authors construct a CNN with the goal of
reversing an anonymization that blurs faces. The authors
exploit that faces are highly structured and share key facial
landmarks such as eyes and mouths. They find that their
deblurring approach results in de-anonymized images that have
a lower identity distance (as measured by FaceNet [47]) to
the original image than other deblurring approaches and the
blurred image.

Similarly, the authors of [48] construct a neural network to
attack the facial anonymization methods pixelation, blurring
and P3 (a jpeg-specific approach) [49]. However, instead
of creating de-anonymized images that are supposed to be
close to the original images, they create a recognition system
that directly works on the anonymized images (for a spe-
cific anonymization method). They find that their recognition
method is often able to achieve recognition performance
above 50% percent depending on anonymization method and
intensity and for example about 70% for 4x4 pixelation on the
FaceScrub dataset [50].

The authors of [51] introduce an attacker that reverses facial
anonymizations, specifically pixelation, blurring and noise ad-
dition. It works by first detecting an obscured face, then deter-
mining the anonymization method, estimating the parameters
of the anonymization and then applying an anonymization
and parameter specific restoration method. The authors find
that their anonymization method classification can determine
the correct anonymization method in over 90% of cases and
that the de-anonymized images can be correctly re-identified
significantly more often then the anonymized images.

VII. CONCLUSION & FUTURE WORK

We find that currently there is no standard method to eval-
uate biometric anonymization methods. While the evaluations
that we analyzed show similarities in their approaches to
evaluate the privacy protection of anonymizations, there are
still significant differences. We also find that there are some
problems with the current state-of-the-art, especially a weak at-
tacker model that does not consider more advanced attacks on
the anonymization methods. Also, while many anonymization
methods make claims about their utility, a significant portion
does not evaluate these claims at all. Considering that more
recent work focuses on improving utility while not sacrificing
privacy, this lack of evaluation is very problematic.

In conclusion, the lack of standard evaluation methodology
means that is very difficult to compare different anonymization
methods. The weak attacker model means that anonymization
methods might not be as effective as they claim to be. This
means that anonymizations that are actively in use at the
moment such as blurring faces in television, might not actually
protect the privacy of the shown individual.

In the future, we would like to see an evaluation framework
based on current evaluations that considers the problems that
we pointed out. Testing all of the anonymization methods on a
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single framework would allow them to be properly compared
and decisions on which anonymization to use could be more
informed.
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